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1 Permissions Management

1.1 Creating a User and Granting SFS Permissions

1.1 Creating a User and Granting SFS Permissions
This chapter describes how to use IAM to implement fine-grained permissions
control for your SFS resources. With IAM, you can:

● Create IAM users for employees based on your enterprise's organizational
structure. Each IAM user will have their own security credentials for accessing
SFS resources.

● Grant only the permissions required for users to perform a specific task.

If your Huawei Cloud account does not require individual IAM users, skip this
section.

This section describes the procedure for granting permissions (see Figure 1-1).

Prerequisites
Learn about the permissions (see System-defined roles and policies) supported
by SFS and choose policies or roles according to your requirements.

Restrictions
● Both system-defined policies and custom policies are supported in SFS Turbo

file systems.
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Process Flow

Figure 1-1 Process for granting SFS permissions

1. Create a user group and assign permissions to it.
Create a user group on the IAM console, and attach the SFS Turbo
ReadOnlyAccess policy to the group.

2. Create a user and add it to a user group.
Create a user on the IAM console and add the user to the group created in 1.

3. Log in and verify permissions.
Log in to the SFS console using the created user, and verify that the user only
has read permissions for SFS.
– Choose Scalable File Service. Click Create File System on the SFS

console. If a message appears indicating that you have insufficient
permissions to perform the operation, the SFS Turbo ReadOnlyAccess
policy has already taken effect.

– Choose any other service. If a message appears indicating that you have
insufficient permissions to access the service, the SFS Turbo
ReadOnlyAccess policy has already taken effect.

Scalable File Service
User Guide 1 Permissions Management

Issue 01 (2024-12-27) Copyright © Huawei Technologies Co., Ltd. 2



2 File System Management

2.1 Viewing a File System

2.2 Deleting a File System

2.1 Viewing a File System
You can search for file systems by file system name keyword and view their basic
information.

Procedure

Step 1 Log in to the SFS console.

Step 2 In the file system list, view the file systems you have created. Table 2-1 describes
the file system parameters.

Table 2-1 Parameter description

Parameter Description

Name Name of the file system, for example, sfs-name-001

Status Possible values are Available, Unavailable, Frozen,
Creating, Deleting.

Type File system type

Protocol Type File system protocol, which is NFS

Used Capacity
(GB)

File system space already used for data storage
NOTE

This information is refreshed every 15 minutes.

Maximum
Capacity (GB)

Maximum capacity of the file system

Encrypted Encryption status of the file system. The value can be Yes or
No.
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Parameter Description

Enterprise Project Enterprise project to which the file system belongs

Mount Point File system mount point, which is in the format of File
system IP address:/

Operation For an SFS Turbo file system, valid operations include
capacity expansion, deletion, monitoring metric viewing,
subscription renewal, and unsubscription.

 

Step 3 (Optional) Search for the specified file system by file system name.

----End

2.2 Deleting a File System
Data in a deleted file system cannot be restored. Ensure that files in a file system
have been properly stored or backed up before you delete the file system.

Prerequisites
The file system to be deleted has been unmounted. For details about how to
unmount the file system, see Unmount a File System.

Procedure

Step 1 In the file system list, locate the file system you want to delete and click Delete in
the Operation column.

Step 2 In the displayed dialog box file system, as shown in , confirm the information and
click OK.

After clicking Unsubscribe for a yearly/monthly SFS Turbo file system, complete
the unsubscription as prompted.

NO TE

Only Available and Unavailable file systems can be deleted or unsubscribed from.

Step 3 Check that the file system disappears from the file system list.

----End
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3 Capacity Expansion

Scenarios

You can expand the capacity of a file system when needed.

Constraints

SFS Turbo file systems can only have their capacities expanded, not reduced. And
only In-use file systems can be expanded.

Procedure

Step 1 Log in to the SFS console.

Step 2 In the file system list, click Expand Capacity in the row of the desired file system.
The following dialog box is displayed

Step 3 Enter a new capacity and click OK. Table 3-1 describes the parameters.

Table 3-1 Capacity expansion parameters

Parameter Description

Current Capacity Current storage capacity of the file
system

New Capacity New storage capacity of the file
system
Value constraints:
● For a General file system, the

minimum expansion increment is
100 GB. A Standard or Performance
file system can be expanded to up
to 32 TB, and a Standard -
Enhanced or Performance -
Enhanced file system can be
expanded to up to 320 TB.
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Step 4 In the displayed dialog box, confirm the information and click OK.

Step 5 In the file system list, check the capacity information after resizing.

----End
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4 Quotas

What Is Quota?
Quotas can limit the number or amount of resources available to users, such as
the maximum number of ECS or EVS disks that can be created.

If the existing resource quota cannot meet your service requirements, you can
apply for a higher quota.

How Do I View My Quotas?
1. Log in to the management console.

2. Click  in the upper left corner and select the desired region and project.
3. In the upper right corner of the page, choose Resources > My Quotas.

The Service Quota page is displayed.
4. View the used and total quota of each type of resources on the displayed

page.
If a quota cannot meet service requirements, apply for a higher quota.

How Do I Apply for a Higher Quota?
1. Log in to the management console.
2. In the upper right corner of the page, choose Resources > My Quotas.

The Service Quota page is displayed.
3. Click Increase Quota in the upper right corner of the page.
4. On the Create Service Ticket page, configure parameters as required.

In the Problem Description area, fill in the content and reason for
adjustment.

5. After all necessary parameters are configured, select I have read and agree
to the Ticket Service Protocol and Privacy Statement and click Submit.
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5 Encryption

Creating an Encrypted File System
To use the file system encryption function, you can directly select the encryption
function when creating an SFS Turbo file system. Authorization is not required. For
details, see File System Encryption.

You can create an encrypted or non-encrypted file system, but you cannot change
the encryption settings of an existing file system.

For details about how to create an encrypted file system, see Create a File
System.

Unmounting an Encrypted File System
If the custom key used by the encrypted file system is disabled or scheduled for
deletion, the file system can only be used within a certain period of time (30s by
default). Exercise caution in this case.

For details about how to unmount a file system, see Unmount a File System
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6 Backup

You can back up SFS Turbo file systems using CBR.

Scenarios
A backup is a complete copy of an SFS Turbo file system at a specific time and it
records all configuration data and service data at that time.

For example, if a file system is faulty or encounters a logical error (for example,
mis-deletion, hacker attacks, and virus infection), you can use data backups to
restore data quickly.

Creating a File System Backup
Ensure that the target file system is available. Or, the backup task cannot start.
This procedure describes how to manually create a file system backup.

NO TE

If any modification is made to a file system during the backup, inconsistencies may occur.
For example, there may be duplicate or deleted data, or data discrepancies. Such a
modification includes a write, rename, move or delete. To ensure backup data consistency,
you are advised to stop the applications or programs that use the file system during the
backup, or schedule the backup at off-peak hours.

Step 1 In the navigation pane on the left, choose SFS Turbo Backups.

Step 2 The system automatically backs up the file system.

You can view the backup creation status on the Backups tab page. When the
Status of the backup changes to Available, the backup has been created.

Step 3 If the file system becomes faulty or an error occurred, you can restore the backup
data to a new file system. For details, see Using a Backup to Create a File
System.

----End
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Using a Backup to Create a File System
In case of a virus attack, accidental deletion, or software or hardware fault, you
can use an SFS Turbo file system backup to create a new file system. Data on the
new file system is the same as that in the backup.

Step 1 Log in to CBR Console.

1. Log in to the management console.

2. Click  in the upper left corner and select your desired region and project.
3. Choose Storage > Cloud Backup and Recovery > SFS Turbo Backups.

Step 2 Click the Backups tab and locate the desired backup.

Step 3 If the status of the target backup is Available, click Create File System in the
Operation column of the backup.

Step 4 Set the file system parameters.

NO TE

● For detailed parameter descriptions, see table "Parameter description" under Create a
File System.

Step 5 Click Next.

Step 6 Go back to the file system list and check whether the file system is successfully
created.

You will see the file system status change as follows: Creating, Available,
Restoring, Available. After the file system status has changed from Creating to
Available, the file system is successfully created. After the status has changed
from Restoring to Available, backup data has been successfully restored to the
created file system.

----End
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7 Monitoring

7.1 SFS Turbo Metrics

7.1 SFS Turbo Metrics

Function
This section describes metrics reported by SFS Turbo to Cloud Eye as well as their
namespaces and dimensions. You can use the console or APIs provided by Cloud
Eye to query the metrics generated for SFS Turbo.

Namespace
SYS.EFS
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Metrics

Table 7-1 SFS Turbo metrics

Metric
ID

Metric
Name

Description Value
Range

Monitored
Object

Monitorin
g Period
(Raw
Data)

client_co
nnection
s

Client
Connectio
ns

Number of client
connections
NOTE

Only active client
connections are
counted.
A network
connection is
automatically
disconnected when
the client has no
I/Os for a long time
and is automatically
re-established when
there are I/Os.

≥ 0 SFS Turbo
file system

1 minute

data_rea
d_io_byt
es

Read
Bandwidt
h

Data read I/O load
Unit: byte/s

≥ 0
bytes/s

SFS Turbo
file system

1 minute

data_wri
te_io_byt
es

Write
Bandwidt
h

Data write I/O load
Unit: byte/s

≥ 0
bytes/s

SFS Turbo
file system

1 minute

metadat
a_io_byte
s

Metadata
Read and
Write
Bandwidt
h

Metadata read and
write I/O load
Unit: byte/s

≥ 0
bytes/s

SFS Turbo
file system

1 minute

total_io_
bytes

Total
Bandwidt
h

Total I/O load
Unit: byte/s

≥ 0
bytes/s

SFS Turbo
file system

1 minute

iops IOPS I/O operations per
unit time

≥ 0 SFS Turbo
file system

1 minute

used_cap
acity

Used
Capacity

Used capacity of a
file system
Unit: byte

≥ 0
bytes

SFS Turbo
file system

1 minute

used_cap
acity_per
cent

Capacity
Usage

Percentage of used
capacity in the
total capacity
Unit: percent

0% to
100%

SFS Turbo
file system

1 minute
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Metric
ID

Metric
Name

Description Value
Range

Monitored
Object

Monitorin
g Period
(Raw
Data)

used_ino
de

Used
inodes

Number of inodes
used in a file
system

≥ 1 SFS Turbo
file system

1 minute

used_ino
de_perce
nt

Inode
Usage

Percentage of used
inodes to total
inodes in a file
system Unit:
percent

0% to
100%

SFS Turbo
file system

1 minute

 

Dimension
Key Value

efs_instance_id Instance

 

Viewing Monitoring Statistics

Step 1 Log in to the management console.

Step 2 View the monitoring graphs using either of the following methods.
● Method 1: Choose Service List > Storage > Scalable File Service. In the file

system list, click View Metric in the Operation column of the target file
system.

● Method 2: Choose Management & Deployment > Cloud Eye > Cloud
Service Monitoring > SFS Turbo. In the file system list, click View Metric in
the Operation column of the target file system.

Step 3 View the SFS Turbo file system monitoring data by metric or monitored duration.

For more information about Cloud Eye, see the User Guide.

----End
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8 Auditing

8.1 Supported SFS Operations

8.1 Supported SFS Operations

Scenarios

Cloud Trace Service (CTS) records operations of SFS resources, facilitating query,
audit, and backtracking.

Prerequisites

You have enabled CTS and the tracker is normal. For details about how to enable
CTS, see Enabling CTS in the Cloud Trace Service Getting Started.

Operations

Table 8-1 SFS Capacity-Oriented operations traced by CTS

Operation Resource Type Trace

Creating a shared file
system

sfs createShare

Modifying a shared file
system

sfs updateShareInfo

Deleting a shared file
system

sfs deleteShare

Adding a share access
rule

sfs addShareACL

Deleting a share access
rule

sfs deleteShareACL
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Table 8-2 SFS Turbo operations traced by CTS

Operation Resource Type Trace

Creating a file system sfs_turbo createShare

Deleting a file system sfs_turbo deleteShare

 

Querying Traces

Step 1 Log in to the management console.

Step 2 Click  in the upper left corner and select a region and project.

Step 3 Choose Management & Deployment > Cloud Trace Service.

The Cloud Trace Service page is displayed.

Step 4 In the navigation pane on the left, choose Trace List.

Step 5 On the trace list page, set Trace Source, Resource Type, and Search By, and click
Query to query the specified traces.

For details about other operations, see section "Querying Real-Time Traces" in the
Cloud Trace Service User Guide.

----End

Disabling or Enabling a Tracker

This section describes how to disable an existing tracker on the CTS console. After
the tracker is disabled, the system will stop recording operations, but you can still
view existing operation records.

Step 1 Log in to the management console.

Step 2 Choose > Cloud Trace Service.

The Cloud Trace Service page is displayed.

Step 3 Click Trackers in the left pane.

Step 4 Click Disable on the right of the tracker information.

Step 5 Click Yes.

Step 6 After the tracker is disabled, the available operation changes from Disable to
Enable. To enable the tracker again, click Enable and then click Yes. The system
will start recording operations again.

----End
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9 Typical Applications

9.1 Enterprise Website/App Background

9.2 Log Printing

9.1 Enterprise Website/App Background

Context

For I/O-intensive website services, SFS Turbo can provide shared website source
code directories and storage for multiple web servers, enabling low-latency and
high-IOPS concurrent share access. Features of such services are as follows:

● A large number of small files: Static website files need to be stored, including
HTML files, JSON files, and static images.

● Read I/O intensive: Scope of data reading is large, and data writing is
relatively small.

● Multiple web servers access an SFS Turbo background to achieve high
availability of website services.

Configuration Process
1. Sort out the website files.
2. Log in to the SFS console. Create an SFS Turbo file system to store the website

files.
3. Log in to the server that functions as the compute node and mount the file

system.
4. On the head node, upload the files to the file system.
5. Start the web server.

Prerequisites
● A VPC has been created.
● Servers that function as head nodes and compute nodes have been created,

and have been assigned to the VPC.
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● SFS has been enabled.

Example Configuration

Step 1 Log in to the SFS console.

Step 2 In the upper right corner of the page, click Create File System.

Step 3 On the Create File System page, set parameters as instructed.

Step 4 To mount a file system to Linux ECSs, see Mounting an NFS File System to ECSs
(Linux). To mount a file system to Windows ECSs, see Mounting an NFS File
System to ECSs (Windows).

Step 5 Log in to the head node and upload the files to the file system.

Step 6 Start the web server.

----End

9.2 Log Printing

Context

SFS Turbo can provide multiple service nodes for shared log output directories,
facilitating log collection and management of distributed applications. Features of
such services are as follows:

● A shared file system is mounted to multiple service hosts and logs are printed
concurrently.

● Large file size and small I/O: The size of a single log file is large, but the I/O
of each log writing is small.

● Write I/O intensive: Write I/O of small blocks is the major service.

Configuration Process
1. Log in to the SFS console. Create an SFS Turbo file system to store the log

files.

2. Log in to the server that functions as the compute node and mount the file
system.

3. Configure the log directory to the shared file system. It is recommended that
each host use different log files.

4. Start applications.

Prerequisites
● A VPC has been created.

● Servers that function as head nodes and compute nodes have been created,
and have been assigned to the VPC.

● SFS has been enabled.
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Example Configuration

Step 1 Log in to the SFS console.

Step 2 In the upper right corner of the page, click Create File System.

Step 3 On the Create File System page, set parameters as instructed.

Step 4 To mount a file system to Linux ECSs, see Mounting an NFS File System to ECSs
(Linux). To mount a file system to Windows ECSs, see Mounting an NFS File
System to ECSs (Windows).

Step 5 Configure the log directory to the shared file system. It is recommended that each
host use different log files.

Step 6 Start applications.

----End
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10 Other Operations

10.1 Testing SFS Turbo Performance

10.2 Mounting a File System to a Linux ECS as a Non-root User

10.3 Mounting a Subdirectory of an NFS File System to ECSs (Linux)

10.4 Data Migration

10.1 Testing SFS Turbo Performance
Fio is an open-source I/O tester. You can use fio to test the throughput and IOPS
of SFS Turbo file systems.

Prerequisites

Fio has been installed on the ECS. It can be downloaded from the official website
or from GitHub.

Note and Description

The test performance depends on the network bandwidth between the client and
server, as well as the capacity of the file system.

Installing fio

The following uses a Linux CentOS system as an example:

1. Download fio.

yum install fio

2. Install the libaio engine.

yum install libaio-devel

3. Check the fio version.

fio --version
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File System Performance Data

The performance metrics of SFS Turbo file systems include IOPS and throughput.
For details, see Table 10-1.

Table 10-1 File system performance data

Paramet
er

General HPC

SFS Turbo
Standard

SFS Turbo
Performance

125 MB/s/TiB 250 MB/s/TiB

Maximu
m
capacity

32 TB 32 TB 1 PB 1 PB

Maximu
m IOPS

5,000 20,000 1 million 1 million

Maximu
m
through
put

150 MB/s 350 MB/s 20 GB/s 20 GB/s

Formula
used to
calculat
e the
IOPS

IOPS = Min.
[5,000, (1,200
+ 6 x
Capacity)]
Capacity unit:
GB

IOPS = Min.
[20,000,
(1,500 + 20 x
Capacity)]
Capacity unit:
GB

IOPS = Min.
(1,000,000, 6,000
x Capacity)
Capacity unit: TB

IOPS = Min.
(1,000,000,
12,500 x
Capacity)
Capacity unit:
TB

 

Common Test Configuration Example
NO TE

The following estimated values are obtained from the test on a single ECS. You are advised
to use multiple ECSs to test the performance of SFS.

In the following examples, SFS Turbo Performance and ECSs with the following
specifications are used for illustration.

Specifications: General computing-plus | c3.xlarge.4 | 4 vCPUs | 16 GB

Image: CentOS 7.5 64-bit

● fio command:
fio --randrepeat=1 --ioengine=libaio --name=test -output=output.log --
direct=1 --filename=/mnt/nfs/test_fio --bs=1M --iodepth=128 --
size=10240M --readwrite=rw --rwmixwrite=30 --fallocate=none

NO TE

/mnt/nfs/test_fio indicates the location of the file to be tested. The location must be
specific to the file name, which is the test_fio file in the /mnt/nfs directory in this
example. Set it based on the site requirements.
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● fio result:

● fio command:
fio --randrepeat=1 --ioengine=libaio --name=test -output=output.log --
direct=1 --filename=/mnt/nfs/test_fio --bs=1M --iodepth=128 --
size=10240M --readwrite=rw --rwmixwrite=70 --fallocate=none

NO TE

/mnt/nfs/test_fio indicates the location of the file to be tested. The location must be
specific to the file name, which is the test_fio file in the /mnt/nfs directory in this
example. Set it based on the site requirements.

● fio result:

Sequential read IOPS
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● fio command:
fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --rw=read
--bs=4k --size=1G --iodepth=128 --runtime=120 --numjobs=10

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

Random read IOPS

● fio command:
fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
rw=randread --bs=4k --size=1G --iodepth=128 --runtime=120 --
numjobs=10

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:
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Sequential write IOPS

● fio command:

fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
rw=write --bs=4k --size=1G --iodepth=128 --runtime=120 --numjobs=10

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

Random write IOPS

● fio command:

fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
rw=randwrite --bs=4k --size=1G --iodepth=128 --runtime=120 --
numjobs=10
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NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

Sequential read bandwidth

● fio command:
fio --randrepeat=1 --ioengine=libaio --name=test -output=output.log --
direct=1 --filename=/mnt/sfs-turbo/test_fio --bs=1M --iodepth=128 --
size=10240M --readwrite=read --fallocate=none

NO TE

/mnt/sfs-turbo/test_fio indicates the location of the file to be tested. The location
must be specific to the file name, which is the test_fio file in the /mnt/sfs-turbo
directory in this example. Set it based on the site requirements.

● fio result:

Random read bandwidth

● fio command:
fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
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rw=randread --bs=1M --size=10G --iodepth=128 --runtime=120 --
numjobs=1

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

Sequential write bandwidth

● fio command:
fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
rw=write --bs=1M --size=10G --iodepth=128 --runtime=120 --numjobs=1

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

Random write bandwidth

● fio command:
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fio --ioengine=libaio --direct=1 --fallocate=none --time_based=1 --
group_reporting=1 --name=iops_fio --directory=/mnt/sfs-turbo/ --
rw=randwrite --bs=1M --size=10G --iodepth=128 --runtime=120 --
numjobs=1

NO TE

Variable /mnt/sfs-turbo/ is the local path where the file to be tested is stored. Set it to
the actual file name.

● fio result:

10.2 Mounting a File System to a Linux ECS as a Non-
root User

Scenarios
By default, a Linux ECS allows only the root user to use the mount command to
mount file systems, but you can grant the permissions of user root to other users.
Then, such users can use the mount command to mount the file systems. The
following describes how to mount a file system to a Linux ECS as a common user.
EulerOS is used in this example.

Prerequisites
● A non-root user has been created on the ECS.
● A file system has been created and can be mounted to the ECS as root.
● The mount point of the file system has been obtained.

Procedure

Step 1 Log in to the ECS as user root.

Step 2 Assign the permissions of user root to the non-root user.

1. Run the chmod 777 /etc/sudoers command to change the sudoers file to be
editable.
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2. Use the which command to view the mount and umount command paths.

Figure 10-1 Viewing command paths

3. Run the vi /etc/sudoers command to edit the sudoers file.
4. Add a common user under the root account. In this example, user Mike is

added.

Figure 10-2 Adding a user

5. Press Esc, input :wq, and press Enter to save and exit.
6. Run the chmod 440 /etc/sudoers command to change the sudoers file to be

read-only.

Step 3 Log in to the ECS as user Mike.

Step 4 Run the following command to mount the file system. For details about the
mounting parameters, see Table 10-2.

sudo mount -t nfs -o vers=3,timeo=600,noresvport,nolock Mount point Local
path
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Table 10-2 Parameter description

Parameter Description

Mount
Point

The format of an SFS Turbo file system is File system IP address:/,
for example, 192.168.0.0:/.
NOTE

x is a digit or letter.
If the mount point is too long to display completely, you can adjust the
column width.

Local path A local directory on the ECS used to mount the file system, for
example, /local_path.

 

Step 5 Run the following command to view the mounted file system:

mount -l

If the command output contains the following information, the file system has
been mounted.
example.com:/share-xxx on /local_path type nfs (rw,vers=3,timeo=600,nolock,addr=)

----End

10.3 Mounting a Subdirectory of an NFS File System to
ECSs (Linux)

This section describes how to mount a subdirectory of an NFS file system to Linux
ECSs.

Prerequisites

You have mounted a file system to Linux ECSs by referring to Mounting an NFS
File System to ECSs (Linux).

Procedure

Step 1 Run the following command to create a subdirectory in the local path:

mkdir Local path/Subdirectory

NO TE

Variable Local path is an ECS local directory where the file system will be mounted on, for
example, /local_path. Specify the local path used for mounting the root directory.

Step 2 Run the following command to mount the subdirectory to the ECSs that are in the
same VPC as the file system: (Currently, the file system can be mounted to Linux
ECSs using NFS v3 only.)

mount -t nfs -o vers=3,timeo=600,noresvport,nolock Domain name or IP
address of the file system:/Subdirectory Local path
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NO TE

● Domain name or IP address of the file system: You can obtain it in the file system list
from the console.
– SFS Turbo: xx.xx.xx.xx:/subdirectory

● Subdirectory: Specify the subdirectory created in the previous step.
● Local path: An ECS local directory where the file system is mounted, for example, /

local_path. Specify the local path used for mounting the root directory.

Step 3 Run the following command to view the mounted file system:

mount -l

If the command output contains the following information, the file system has
been mounted.

Mount point on /local_path type nfs (rw,vers=3,timeo=600,nolock,addr=)

Step 4 After the subdirectory has been mounted, you can access it from the server, and
read or write data.

----End

Troubleshooting
If a subdirectory is not created before mounting, the mounting will fail.

Figure 10-3 Mounting without a subdirectory created

In the preceding figure, the root directory does not have the subdir subdirectory
created so that the mounting fails. In this case, error message "Permission denied"
is reported.

To troubleshoot this issue, mount the root directory, create a subdirectory, and
then mount the subdirectory.

Figure 10-4 Mounting subdirectory
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10.4 Data Migration

10.4.1 Migration Description
By default, an SFS Turbo file system can only be accessed by ECSs or CCE
containers that reside in the same VPC as the file system. To access an SFS Turbo
file system from an on-premises data center or a different VPC, you need to
establish network connections by using Direct Connect, VPN, or VPC peering
connections.

● Access from on premises or another cloud: Use Direct Connect or VPN.
● Access from a different VPC under the same account and in the same region:

Use VPC peering.
● Access from a different account in the same region: Use VPC peering.
● Access from a different region: Use Cloud Connect.

Data can be migrated to SFS Turbo by using an ECS that can access the Internet.

● Mount the SFS Turbo file system to the ECS and migrate data from the local
NAS storage to the SFS Turbo file system.
10.4.2 Using Direct Connect to Migrate Data

● If communication cannot be enabled through file system mounting, migrate
data using the Huawei Cloud ECS via the Internet.
10.4.3 Using the Internet to Migrate Data

10.4.2 Using Direct Connect to Migrate Data

Context

You can migrate data from a local NAS to SFS Turbo using Direct Connect.

In this solution, a Linux ECS is created to connect the local NAS and SFS Turbo,
and data is migrated to the cloud using an ECS.

You can also refer to this solution to migrate data from an on-cloud NAS to SFS
Turbo. For details, see Migrating Data from On-cloud NAS to SFS.

Limitations and Constraints
● Only Linux ECSs can be used to migrate data.
● The UID and GID of your file will no longer be consistent after data migration.
● The file access modes will no longer be consistent after data migration.
● Incremental migration is supported, so that only changed data is migrated.

Prerequisites
● You have enabled and configured Direct Connect. For details, see Direct

Connect User Guide.
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● You have created a Linux ECS.

● You have created an SFS Turbo file system and have obtained the mount
point of the file system.

● You have obtained the mount point of the local NAS.

Procedure

Step 1 Log in to the ECS console.

Step 2 Log in to the created Linux ECS to access the local NAS and SFS Turbo file system.

Step 3 Run the following mount command to access the local NAS:
mount -t nfs -o vers=3,timeo=600,noresvport,nolock Mount point of the local NAS /mnt/src

Step 4 Run the following mount command to access the file system:
mount -t nfs -o vers=3,timeo=600,noresvport,nolock Mount point of the file system /mnt/dst 

Step 5 Run the following commands on the Linux ECS to install the rclone tool:
wget https://downloads.rclone.org/v1.53.4/rclone-v1.53.4-linux-amd64.zip --no-check-certificate
unzip rclone-v1.53.4-linux-amd64.zip
chmod 0755 ./rclone-*/rclone
cp ./rclone-*/rclone /usr/bin/
rm -rf ./rclone-*

Step 6 Run the following command to synchronize data:
rclone copy /mnt/src /mnt/dst -P --transfers 32 --checkers 64 --links --create-empty-src-dirs

NO TE

Set transfers and checkers based on the system specifications. The parameters are
described as follows:

● --transfers: number of files that can be transferred concurrently

● --checkers: number of local files that can be scanned concurrently

● -P: data copy progress

● --links: replicates the soft links from the source. They are saved as soft links in the
destination.

--copy-links: replicates the content of files to which the soft links point. They are
saved as files rather than soft links in the destination.

● --create-empty-src-dirs: replicates the empty directories from the source to the
destination.

After data synchronization is complete, go to the target file system to check
whether data is migrated.

----End

Migrating Data from On-cloud NAS to SFS

To migrate data from an on-cloud NAS to your SFS Turbo file system, ensure that
the NAS and file system are in the same VPC, or you can use Cloud Connect to
migrate data.

For details about how to configure Cloud Connect, see Cloud Connect User Guide.
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10.4.3 Using the Internet to Migrate Data

Context
You can migrate data from a local NAS to SFS Turbo using the Internet.

In this solution, to migrate data from the local NAS to the cloud, a Linux server is
created both on the cloud and on-premises. Inbound and outbound traffic is
allowed on port 22 of these two servers. The on-premises server is used to access
the local NAS, and the ECS is used to access SFS Turbo.

You can also refer to this solution to migrate data from an on-cloud NAS to SFS
Turbo.

Limitations and Constraints
● Data cannot be migrated from the local NAS to SFS Capacity-Oriented using

the Internet.
● Only Linux ECSs can be used to migrate data.
● The UID and GID of your file will no longer be consistent after data migration.
● The file access modes will no longer be consistent after data migration.
● Inbound and outbound traffic must be allowed on port 22.
● Incremental migration is supported, so that only changed data is migrated.

Prerequisites
● A Linux server has been created on the cloud and on-premises respectively.
● EIPs have been configured for the servers to ensure that the two servers can

communicate with each other.
● You have created an SFS Turbo file system and have obtained the mount

point of the file system.
● You have obtained the mount point of the local NAS.

Procedure

Step 1 Log in to the ECS console.

Step 2 Log in to the created on-premises server client1 and run the following command
to access the local NAS:
mount -t nfs -o vers=3,timeo=600,noresvport,nolock Mount point of the local NAS /mnt/src

Step 3 Log in to the created Linux ECS client2 and run the following command to access
the SFS Turbo file system:
mount -t nfs -o vers=3,timeo=600,noresvport,nolock Mount point of the SFS Turbo file system  /mnt/dst

Step 4 Run the following commands on client1 to install the rclone tool:
wget https://downloads.rclone.org/v1.53.4/rclone-v1.53.4-linux-amd64.zip --no-check-certificate
unzip rclone-v1.53.4-linux-amd64.zip
chmod 0755 ./rclone-*/rclone
cp ./rclone-*/rclone /usr/bin/
rm -rf ./rclone-*

Step 5 Run the following commands on client1 to configure the environment:
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rclone config
No remotes found - make a new one
n) New remote
s) Set configuration password
q) Quit config
n/s/q> n
name> remote name (New name)
Type of storage to configure.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value
24 / SSH/SFTP Connection
   \ "sftp"
Storage> 24 (Select the SSH/SFTP number)
SSH host to connect to
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value
 1 / Connect to example.com
   \ "example.com"
host> ip address (IP address of client2)
SSH username, leave blank for current username, root
Enter a string value. Press Enter for the default ("").
user> user name (Username of client2)
SSH port, leave blank to use default (22)
Enter a string value. Press Enter for the default ("").
port> 22
SSH password, leave blank to use ssh-agent.
y) Yes type in my own password
g) Generate random password
n) No leave this optional password blank
y/g/n> y
Enter the password:
password: (Password for logging in to client2)
Confirm the password:
password: (Confirm the password for logging in to client2)
Path to PEM-encoded private key file, leave blank or set key-use-agent to use ssh-agent.
Enter a string value. Press Enter for the default ("").
key_file> (Press Enter)
The passphrase to decrypt the PEM-encoded private key file.
 
Only PEM encrypted key files (old OpenSSH format) are supported. Encrypted keys
in the new OpenSSH format can't be used.
y) Yes type in my own password
g) Generate random password
n) No leave this optional password blank
y/g/n> n
When set forces the usage of the ssh-agent.
When key-file is also set, the ".pub" file of the specified key-file is read and only the associated key is
requested from the ssh-agent. This allows to avoid `Too many authentication failures for *username*` errors
when the ssh-agent contains many keys.
Enter a boolean value (true or false). Press Enter for the default ("false").
key_use_agent> (Press Enter)
Enable the use of the aes128-cbc cipher. This cipher is insecure and may allow plaintext data to be 
recovered by an attacker.
Enter a boolean value (true or false). Press Enter for the default ("false").
Choose a number from below, or type in your own value
 1 / Use default Cipher list.
   \ "false"
 2 / Enables the use of the aes128-cbc cipher.
   \ "true"
use_insecure_cipher> (Press Enter)
Disable the execution of SSH commands to determine if remote file hashing is available.
Leave blank or set to false to enable hashing (recommended), set to true to disable hashing.
Enter a boolean value (true or false). Press Enter for the default ("false").
disable_hashcheck> 
Edit advanced config? (y/n)
y) Yes
n) No
y/n> n
Remote config
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-------------------
[remote_name] 
type = sftp
host=(client2 ip)
user=(client2 user name)
port = 22
pass = *** ENCRYPTED ***
key_file_pass = *** ENCRYPTED ***
--------------------
y) Yes this is OK
e) Edit this remote
d) Delete this remote
y/e/d> y
Current remotes:
 
Name                 Type
====                 ====
remote_name          sftp 
 
e) Edit existing remote
n) New remote
d) Delete remote
r) Rename remote
c) Copy remote
s) Set configuration password
q) Quit config
e/n/d/r/c/s/q> q

Step 6 Run the following command to view the rclone.conf file in /root/.config/rclone/
rclone.conf:
cat /root/.config/rclone/rclone.conf
[remote_name]
type = sftp
host=(client2 ip)
user=(client2 user name)
port = 22
pass = ***
key_file_pass = ***

Step 7 Run the following command on client1 to synchronize data:
rclone copy /mnt/src remote_name:/mnt/dst -P --transfers 32 --checkers 64

NO TE

● Replace remote_name in the command with the remote name in the environment.

● Set transfers and checkers based on the system specifications. The parameters are
described as follows:

– transfers: number of files that can be transferred concurrently

– checkers: number of local files that can be scanned concurrently

– P: data copy progress

After data synchronization is complete, go to the SFS Turbo file system to check
whether data is migrated.

----End

10.4.4 Migrating Data Between File Systems

Solution Overview

You can migrate data from an SFS Capacity-Oriented file system to an SFS Turbo
file system or the other way around.
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This solution creates a Linux ECS to connect an SFS Capacity-Oriented file system
with an SFS Turbo file system.

Limitations and Constraints
● Only Linux ECSs can be used to migrate data.
● The Linux ECS, SFS Capacity-Oriented file system, and SFS Turbo file system

must be in the same VPC.
● Incremental migration is supported, so that only changed data is migrated.

Prerequisites
● You have created a Linux ECS.
● You have created an SFS Capacity-Oriented file system and an SFS Turbo file

system and have obtained their mount points.

Procedure

Step 1 Log in to the ECS console.

Step 2 Log in to the created Linux ECS that can access SFS Capacity-Oriented and SFS
Turbo file systems.

Step 3 Run the following command to mount file system 1 (either the SFS Capacity-
Oriented or SFS Turbo file system). After that, you can access file system 1 on the
Linux ECS.
mount -t nfs -o vers=3,timeo=600,noresvport,nolock [Mount point of file system 1] /mnt/src

Step 4 Run the following command to mount file system 2 (the other file system that
you have not mounted in the previous step). After that, you can access file system
2 on the Linux ECS.
mount -t nfs -o vers=3,timeo=600,noresvport,nolock [Mount point of file system 2] /mnt/dst

Step 5 Download and install rclone. For the download address, see https://rclone.org/
downloads/.

Step 6 Run the following command to synchronize data:
rclone copy /mnt/src /mnt/dst -P --transfers 32 --checkers 64 --links --create-empty-src-dirs

NO TE

Set transfers and checkers based on the system specifications. The parameters are
described as follows:

● /mnt/src: source path

● /mnt/dst: destination path

● --transfers: number of files that can be transferred concurrently

● --checkers: number of local files that can be scanned concurrently

● -P: data copy progress

● --links: replicates the soft links from the source. They are saved as soft links in the
destination.

● --copy-links: replicates the content of files to which the soft links point. They are saved
as files rather than soft links in the destination.

● --create-empty-src-dirs: replicates the empty directories from the source to the
destination.
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After data synchronization is complete, go to the target file system to check
whether data is migrated.

----End

Verification

Step 1 Log in to the created Linux ECS.

Step 2 Run the following commands on the destination server to verify file
synchronization:
cd /mnt/dst
ls | wc -l

Step 3 If the data volume is the same as that on the source server, the data is migrated
successfully.

----End
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